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Provable: Model robustness can be certified

Fast: No expensive attack operation in training

Scalable: Applicable to deep neural networks

A provable, fast and scalable adversarial defense



Robust radius

Training a robust model ⇔ Maximizing the robust radius
Computing the robust radius is NP-hard

Prediction unchanging 
region
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Certified radius

Certified radius: a lower bound of the robust radius
Can be efficiently computed with a certification method

Prediction unchanging 
region
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MACER: MAximizing the CErtified Radius

MACER indirectly maximizes the robust radius



Computing the certified radius via
Randomized Smoothing1

Smoothed classifier 𝑔𝑔(𝑥𝑥)
Base classifier 𝑓𝑓(𝑥𝑥)
𝑔𝑔 𝑥𝑥 = argmax

𝑐𝑐
𝑃𝑃𝜂𝜂∼𝑁𝑁(0,𝜎𝜎2𝐼𝐼)(𝑓𝑓 𝑥𝑥 + 𝜂𝜂 = 𝑐𝑐)

1 Cohen et al., Certified Adversarial Robustness via Randomized 
Smoothing, ICML 2019.

Randomized Smoothing Theorem: The 
certified radius of 𝑔𝑔(𝑥𝑥) is
𝜎𝜎
2

[Φ−1 𝑃𝑃𝜂𝜂∼𝑁𝑁 0,𝜎𝜎2𝐼𝐼 𝑓𝑓 𝑥𝑥 + 𝜂𝜂 = 𝑦𝑦

− Φ−1(max
𝑐𝑐≠𝑦𝑦

𝑃𝑃𝜂𝜂∼𝑁𝑁 0,𝜎𝜎2𝐼𝐼 (𝑓𝑓 𝑥𝑥 + 𝜂𝜂 = 𝑐𝑐))]

where Φ is the c.d.f. of the standard 
Gaussian distribution



Step 1: Surrogate loss

0/1 robust classification error:
max
𝛿𝛿 ≤𝜖𝜖

1{𝑓𝑓 𝑥𝑥+𝛿𝛿 ≠𝑦𝑦}

Surrogate loss:
1{𝑔𝑔 𝑥𝑥 ≠𝑦𝑦} + 1{𝑔𝑔 𝑥𝑥 =𝑦𝑦,𝐶𝐶𝐶𝐶 𝑔𝑔;𝑥𝑥,𝑦𝑦 <𝜖𝜖}

where 𝐶𝐶𝐶𝐶(𝑔𝑔; 𝑥𝑥, 𝑦𝑦) is the certified radius

Classification loss Robustness loss



Step 2: Differentiable certified radius

We introduce soft randomized smoothing to make the 
certified radius differentiable 

• Original (hard) randomized smoothing:
𝑔𝑔 𝑥𝑥 = argmax

𝑐𝑐
𝑃𝑃𝜂𝜂∼𝑁𝑁(0,𝜎𝜎2𝐼𝐼)(𝑓𝑓 𝑥𝑥 + 𝜂𝜂 = 𝑐𝑐)

• Soft randomized smoothing:
�𝑔𝑔 𝑥𝑥 = argmax

𝑐𝑐
𝔼𝔼𝜂𝜂∼𝑁𝑁 0,𝜎𝜎2𝐼𝐼 𝑧𝑧𝑐𝑐(𝑥𝑥 + 𝜂𝜂)

Softmax output



Step 3: Numerical stability

Use hinge loss to maintain 
numerical stability

Φ−1(𝑥𝑥) has exploding 
gradients near 0 and 1



Experimental results

Better performance and faster speed than previous work
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