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Distributional Shift

Algorithmic Fairness,
Class Imbalance, ...

P;est can be either one
* Pirqin and P are different.

« Subpopulation Shift: The data domain contains /

several subpopulations. P;,.¢; is the conditional
distribution of P4, Over any subpopulation.

Male Female

* Eg. In algorithmic fairness, subpopulations are J

. 1 Y
defined by protected features like race and sex. Data Domain: Pyrqin,




Distributional Shift

P;est can be either one

* Subpopulations D4, ..., Dk, loss function ¢ /
 Goal: Minimize the worst-case risk [

Male Female
Rmax(O; Prrain) = 1@,{33%{ E[£(0;Z)|Dy]
- . J
* Domain-oblivious setting: D4, ..., Dg and | Y /

the value K are unknown during training. Data Domain: Perqin




DRO: Distributionally Robust Optimization

* For a given distribution P, DRO minimizes a D(QIP)<p
model’s expected risk over the worst-case
distribution Q in a ball w.r.t. some divergence

function D around P.

 Expected DRO Risk of model 6 over P:
With the

:RD,p(H; P) = SUII)D{]EQM(HJZ)]: DI P)< ,0} highest loss
&

Q < P:ForanyeventA, P(A) =0=0Q(A4) =0



CVaR: Conditional Value at Risk

d
« D(Q Il P)=-sup logd—;2 p=—loga
where0 < a <1

. DY) — -3¢ L 1
CVaR4 (03 P) = sup (Eole(6; 2)]: 2 <=}

e If P(Dy) = aforall k, then Ry44(0; P) <
CVaR,(6: P)

CVaR risk is the average
risk over the worst
4 fraction of the dataset

Density

Loss



¥2-DRO

@I =2 (&1 e p=i(Er)

a
* Rmax(0;P) < CVaR,(6;P) SRDXz,p(Hip)

Worst-case CVaR x2-DRO
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Experiment Settings

e COMPAS: Recidivism prediction
dataset.

* Subpopulations: White, Others, _____ Note that the subpopulations
Male, Female. can overlap with each other

e Compare CVaR and y?-DRO with
ERM (Empirical Risk Minimization).




Average/Worst-case Accuracy
on the Original Dataset
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Removing Outliers

* Construct a “clean” dataset by removing possible outliers.

 For 5 rounds, train a model with ERM and remove 200
samples with the highest losses. (1000 removed in total)
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Flipping Labels

 Add outliers by randomly flipping 20% of the labels
in the “clean” dataset.
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Summary of the Results

 DROis poor and unstable on the original dataset

e Removing outliers mitigates the problem I
8 8 P Open question from

Hashimoto et al., 2018:
Is it possible to make

e Conclusion: DRO is sensitive to outliers DRO robust to outliers? )

* Adding outliers exacerbates the problem

Hashimoto et al. Fairness without demographics in repeated loss minimization. ICML 2018.
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Huber’s Contamination Model

* P:real data distribution -
* The observed data distribution is
Perain = (1 —€)P + &P
where ¢ is the noise level, and P is an P

arbitrary distribution.




DORO: Distributional and
Outlier Robust Optimization

) y DRO Risk over the best P’
e Minimize the €-DORO risk: /

Rp.p.e(0; Pergin) = iIr)1,f {Rp,p(0; P): AP' 5.t. Pyrgin = (1 — €)P' + €P'}

A A

DORO Risk

Density
Density

&

Loss



Theoretical Results

* Assumption: £ has a bounded second moment over P:
Ep[£(0;2)?%] < o?

1. The minimizer of the DORO risk over P,4in, achieves a DRO risk
close to the minimum over P.

2. Rmax(0;P) < maX{BCVaRa,g(H;Ptmin),3a_1a /i}

Worst-case CVaR-DORO risk *

risk over P over Perqin l
Can be replaced by y2-DORO as it
upper bounds CVaR-DORO
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| Method | Average | Worst_

Experimental Results — =0 | 5o
CelebA
CVaR 82.83 66.44
CVaR-DORO 92.91 72.17
* Datasets: COMPAS, CelebA, Average/Worst-case Accuracy (%)
CivilComments-Wilds. (Average over 10 runs)
. DORO improves the worst- __ Method | Average | Worst _
case accuracy and the el ERM 073 8.9
CVaR 11.53 21.47

training stability of DRO.
CVaR-DORO 4.03 16.84

Std. Dev. of Average/Worst-case Accuracy
across epochs (%)
(Average over 10 runs)




Open Question: Model Selection

 We use group labels during validation in our experiments,
which should be unknown under the domain-oblivious setting.

* Problem: No known model selection method that makes DRO
or DORO significantly better than ERM without group labels.
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